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ABSTRACT
Emergingmemory systems such as resistive random access memory
(RRAM), phase-change memory (PCM), and spin-transfer torque
magneto-resistive random accessmemory (STT-MRAM) offer unique
physical properties useful in designing next-generation processing
in-memory (PIM) circuits and systems. Modified dynamic random
access memory (DRAM) designs are also demonstrating on-chip
data processing and bulk data operation capabilities. However, in-
memory computation can fundamentally change the security mod-
els and assumptions of existing systems due to several key factors,
such as modified system architecture, disparate programming mod-
els, side-channel effects, device reliability, hardware Trojans, and
malicious perturbations in data processing. Therefore, in this paper,
we survey and examine fundamental vulnerabilities arising from
processing-in-memory systems. We aim to present the PIM system
architects and designers an overview of security issues that can
jeopardize the future of in-memory computation.
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•Hardware→Memory and dense storage; • Security and pri-
vacy → Side-channel analysis and countermeasures; Embedded sys-
tems security.
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1 INTRODUCTION
John von Neumann’s seminal work on the design of EDVAC [35]
has dominated computer architecture and systems design for the
last seventy-five years. It represents an efficient way of comput-
ing – moving the data and code from the memory system to a
discrete central processing unit (CPU) using the system bus, and
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performing the computation described by the code on the fetched
data in the CPU. However, with the expansion in data volume
and increased processing power of CPUs, this processor-centric de-
sign starts suffering from data-movement congestion – commonly
known as von Neumann bottleneck. Multi-level caches, modified
Harvard architecture, branch predictors, scratchpad memories etc.
have contributed to reducing the von Neumann bottleneck; yet, the
processor/memory performance gap remains a steadily growing
factor in modern computing [18].

The cost of data movement and the performance gap between the
CPU and main memory set a substantial price on the total computa-
tion cost of emerging data-intensive applications [8, 20, 28, 29]. The
main memory in modern computing systems consists of dynamic
random access memories (DRAM). DRAMs enjoy low-cost, ad-
vanced fabrication technology, and high-data storage capacity. How-
ever, DRAM-based systems are still increasingly facing challenges
in supporting computation involving large datasets [8, 20, 28, 29].
For example, algorithms in the realm of artificial intelligence (AI)
and machine learning (ML) require to process large volumes of
data to infer meaningful information. These computations are heav-
ily throttled by the relatively lower memory channel width, more
complex read and retention mechanisms in DRAMs, longer latency
associated with random access patterns, and the main memory’s
energy consumption. Thus, contemporary data-centric computa-
tion is demanding a paradigm shift in the classical processor-centric
system design [7, 8, 16, 20].

Processing-in-memory (PIM) is one of the critical ideas of data-
centric system design. PIM designs optimize system performance
by moving computation to (or near) the data in memory for a
large-scale dataset. Near-memory designs utilize simple in-order
processors at the memory die to support basic computation [17, 31].
In contrast, in-memory computation achieves arithmetic and/or
logical operation using reconfigured memory cells [7, 16, 28, 29].
PIM minimizes the data-transfer for repeated straightforward tasks
and allows the CPU to spend resources on processing complex
computation. Unfortunately, existing DRAM systems are not ca-
pable of executing any form of data-processing in the main mem-
ory. Thus, fundamental changes in the DRAM system design have
been proposed to support PIM architectures [10, 20, 28, 29]. On
the other hand, emerging memory technologies such as resistive
random access memory (RRAM), phase-change memory (PCM),
and spin-transfer torque magneto-resistive random access memory
(STT-MRAM) can disrupt DRAMs dominance in main memory de-
sign [7, 14, 16, 30, 32, 36]. Furthermore, these memory components
are proven to be capable of supporting data processing in mem-
ory due to the distinctive physics of operation of these systems
[3, 14, 16, 37].
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For example, recent progress in the design and implementation
of resistive random access memory (RRAM) components has intro-
duced opportunities for developing novel in-memory computing
solutions using the non-volatile resistive state-preserving analog
properties of these devices [7, 22, 30]. In-memory computations
such as arithmetic addition, subtraction, matrix-multiplication, and
fundamental logic operations have been demonstrated in RRAM
systems [2–4, 7, 22, 30]. These computations can substantially accel-
erate data-intensive applications and services. Furthermore, unique
device physics of RRAM is reported to be useful in approximate
computing techniques, low-power system design, and development
of hardware-oriented security primitives [2–4].

However, in-memory computing opportunities in emerging de-
vices can open up new security and trust issues. In recent years,
main memory systems are found to be vulnerable to attacks from
hardware and software. Hardware oriented attacks such as the
Rowhammer attack [9, 11] and its variants [24, 34] have exposed
how physical proximity in data-rows in a DRAM can be exploited
for malicious attacks. On the other hand, side-channel attacks on
cache subsystems are effective against established cryptography
protocols [23, 41]. Additionally, emerging attacks on system archi-
tecture such as Spectre [12], Meltdown [15], VoltJockey [25, 26]
etc. are motivating computer architecture researchers to rethink
and reevaluate the established architecture fundamentals for se-
curing data and computation. These attacks exist primarily due
to the lack of security consideration in the system development
phase. Therefore, to avoid common pitfalls, emerging memory sys-
tems must consider the security implications of their design and
implementation before wide-scale adaptation.

This paper investigates security and trust issues regarding PIM
paradigms. Section 2 introduces common PIM structures, and Sec-
tion 3 discusses the security vulnerabilities of these architectures.
In Section 4, we move deeper into the circuit level to examine PIM’s
potential hardware security concerns. Finally, Section 5 concludes
the paper.

2 PIM ARCHITECTURE
The integration of PIM-subsystems in modern computer architec-
ture is an active area of research. Since PIM redefines the memory
systems’ capability, established design principles for programming
models, cache coherence, virtual memory, and overall memory man-
agement mechanism must be redesigned to support computation in
the main memory. PIM systems can be divided into three categories
based on their architecture:

1. PIM integrated architecture;
2. PIM isolated architecture; and
3. Hybrid architecture.
PIM integrated design targets to reduce the overall changes

from the existing system architecture. For example, Ahn et al. [1]
has described PIM-enabled instructions (PEI) that introduce new
instruction(s) for PIM related computation. PEIs can be executed
either on the CPU cores or in the in-memory computation logic.
Similar designs i.e., [6, 29] takes the benefits of on-chip cache, virtual
memory, and established memory control mechanism to perform
computation using either the CPU or in-memory logic components
based on the optimization constraints. Therefore, PIM integrated

designs tend to expose the CPU core, on-chip caches, and shared
memory areas to the PIM subsystems and vice-versa.

On the other hand, PIM isolated designs delegate a specific
task altogether to a memory component that performs the logi-
cal and arithmetic computation required for the task. One such
application is the deep neural network (DNN) based calculation
using in-memory processing. Since new memory components such
as RRAMs can perform logic operations and in-memory matrix
multiplication by leveraging the crossbar structure, isolated DNN-
engines and accelerators have been proposed in recent literature
[7, 16, 22, 37]. For these isolated designs, arbitrary computations
cannot be offloaded to PIM, and Therefore, they are more rigid and
targeted towards data-intensive repeated computations.

The design dissimilarities discussed above lead to different secu-
rity models for these PIM architectures. In this work, we assume
a simple PIM architecture presented in Figure 1 that can repre-
sent both the integrated and isolated design. The PIM subsystem
in Figure 1 is divided into two components: (1) a PIM controller,
and (2) a PIM-compatible memory. The PIM controller manages
PIM operations between the host CPU and the PIM compatible
memory. The host CPU can execute or delegates the PIM instruc-
tions to the PIM controller depending on nature (i.e., integrated or
isolated) of the system architecture. Additionally, we assume that
in PIM-integrated designs, a PIM controller has direct access to
the host caches (as commonly found in [6, 10, 29]). The controller
manages operations such as instruction atomicity management,
cache coherence, locality monitoring for optimized data processing.

CPU
core

L1
Cache

L2
Cache

Last level
Cache

PIM Controller

Classical
Main

Memory

PIM
(Memory + Logic)

Figure 1: A simplified system architecture for integrating
PIM subsystems. The dashed lines denote optional connec-
tivity between different subsystems based on the PIM archi-
tecture. An attacker can choose to target vulnerabilities in
any of the subsystems for compromising in-memory com-
putations.

For the isolated designs, the PIM controller does not directly ac-
cess the host CPU’s internal caches or on-chip mechanisms; instead,
the host CPU communicates with the PIM controller to delegate
computation and fetch computation results. Moreover, the host CPU
does not have access to the contents of the PIM memory. The PIM
controller may have internal caches, logic, and memory manage-
ment components for accelerating the fetch operation requested by
the host CPU. By definition, there is minimal interaction between
the host CPU and the PIM controller, and the PIM subsystem will
behave as a separate device. It should be noted that there can also be
hybrid systems that (1) leverage the isolation of PIM’s computation
logic for simpler memory management, and (2) integrate parts of
the PIM controller with the host processes for optimum control.
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From a security standpoint, a PIM integrated architecture has a
larger attack surface than an isolated design. Hence, in the early
stages of the PIM development, architecture selection for in-memory
computing will determine its performance and resiliency against
malicious adversaries.

3 GENERAL SECURITY ISSUES IN PIM
ARCHITECTURE

PIM moves computation within the memory components, and thus
offer attacker opportunities in corrupting data and computation.
A malicious program with access to the PIM kernels can easily
achieve the following goals:

• Leak data from memory (malicious read);
• Corrupt stored data (malicious write);
• Leak information about data (malicious PEI execution)

Current research on PIM integration illustrates the inevitable
changes in the existing programming models and data-structures
[1, 7, 10, 21, 29] . PIM systems have shown promises in executing
a wide range of mathematical and logical operations, as listed in
Table 1. Integrating these computations will require an extension of
existing instruction set architecture (ISA). Without proper security-
oriented foresight, these extended ISA would suffer from numerous
hardware and software vulnerabilities. Some of these weaknesses
are discussed below.

Type Operation
Memory Bulk Load, Store

Row-clone [27]
Arithmetic Integer addition, multiplication [39]

Floating point addition [1]
Integer increment [1]
Integer min [1, 8]

Matrix Operation Dot product, Euclidean Distance [1]
Convolution [7, 30]

Logic AND, OR, NOT [29, 36]
IMPLY [38]
Minority [32]

Algorithmic Hash table manipulation [1]
Pointer Chasing [10]

Table 1: A list of common PIM operations found in current
literature.

3.1 Memory Corruption
Memory corruption due to insecure coding practices is one of the
most prevailing security concerns for modern software and com-
puting systems [33]. The key idea for memory corruption is to
exploit vulnerable code for accessing out-of-the-bound memory
addresses and corrupt the data in that location. Consequently, if
PIM integrated architectures do not deploy strict memory access
rules, we will observe memory corruption attacks in PIM.

For in-memory computation, data corruption at a PIM address
has two-fold consequences: (a) presence of invalid data in the sys-
tem, and (b) erroneous results for in-memory computation. More-
over, PIM enables stored data to be transformed via PIM operations.

This makes attack detection, and error correction challenging since
both an attack and a PIM operation changes the data. Additionally,
PIM enables bulk load, store, and data cloning, which, in-turn, al-
lows a malicious adversary to corrupt a block of data with a few
PEIs.

Address space layout randomization (ASLR) is a common de-
fense for memory corruption attacks. Therefore, modification to the
system’s ASLR logic will be required for PIM. Data space random-
ization [5] that obfuscates data representation is also a potential
candidate for defending PIM systems against memory corruption.

3.2 Information Leak
In-memory computation is problematic from an information secu-
rity perspective. Not only a successful breach will expose memory
contents, but also PEIs such as logic operations and max/min find
will be useful in deriving aggregate information from the data.
Furthermore, non-volatile PIM memories will provide attack oppor-
tunities even when the device is powered off, which can expose the
stored data, and the computation previously executed on the data.
As a result, data, computation, and intellectual property (IP) protec-
tion techniques for PIM-based algorithms should be investigated
to defend PIM systems against information leakage.

3.3 Cache Side-Channel Attacks
In the integrated PIM model, an in-memory computation can be
handled by either the CPU or the PIM subsystems [1, 6]. There-
fore, cache-coherence is an essential issue in maintaining data
integrity. Ahn et al. [1] describes one of the most straightforward
solutions for cache coherence, where the authors suggested to use
back-invalidation and back-writeback mechanisms for coherent
operation. The PIM-controllers have cache invalidation authority to
invalidate and writeback the last level cache when the computation
is offloaded to PIM. As side-channel attacks are commonplace for
existing cache architecture, similar attacks can be expected with
PIM integrated design. To understand this issue, we model a single
cache line for PIM integrated design using a finite state machine in
Figure 2, based on the discussions in [41].

Here we assume that a single cache-line can exist in the following
states: 𝐼 : invalid state,𝐻 : occupied by the host processor, 𝑃 : occupied
by the PIM controller, and 𝐴: occupied by an attacker. All the miss
(or hit) events represent that the regarding entity has a cache miss
(or hit) for a memory line that maps into the cache line. For a
conventional cache, 𝐴 → 𝐼 and 𝐻 → 𝐼 transitions will not occur
during load and store; however, if a PIM controller is introduced,
back-invalidation [1] procedure will lead to a 𝑃 → 𝐼 transitions.

Given the FSM in Figure 2, it is evident that there is a substantial
amount of attack surface for cache-based side-channel attacks in
PIM integrated systems, that can leak information not only about
the computation at the host CPU but also, in-memory computation.
Let us consider 𝑂 as an attacker’s set of observations for the input
set 𝐼 on the cache line. Then, the mutual information 𝐿 leaked due
to cache side-channel can be written as [41]:

𝐿 =
∑
𝑖∈𝐼

∑
𝑜∈𝑂

𝑃𝐼 ,𝑂 (𝑖, 𝑜)𝑙𝑜𝑔
𝑃𝐼 ,𝑂 (𝑖, 𝑜)
𝑃𝐼 (𝑖)𝑃𝑂 (𝑜) (1)
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Figure 2: A finite state machine representation of a single
cache line in PIM integrated architecture. Instances of ex-
ternal interference by an attacker are shown in red. Spy-
Trojan (i.e., external timing-based attacks) such as the ones
presented by Percival [23] can be executed using external
interference paths.

where, 𝑃𝐼 (𝑖) and 𝑃𝑂 (𝑜) represents the probability of the input
𝑖 and output 𝑜 respectively. Now, if we assume a system with 𝑛

cache lines, and 𝐼ℎ and 𝐼𝑝 as the host’s and PIM controllers input
on the cache line, and the attacker’s observation as 𝑂𝑎 , then the
interference probabilities for a PIM process (( i.e.,) 𝑃𝐼 ,𝑂 (𝑖, 𝑜) in Eqn.
1) can be written as, [41]:

𝑃 (𝐼𝑝 ,𝑂𝑎) =
𝑁 (𝐼𝑝 ,𝑂𝑎)∑

0≤ℎ′<𝑛
∑
0≤𝑎′<𝑛 𝑁 (𝐼ℎ′,𝑂𝑎′)+∑

0≤𝑎′<𝑛 𝑁 (𝐼𝑖𝑛𝑣,𝑂𝑎′)+∑
0≤𝑝′<𝑛

∑
0≤𝑎′<𝑛 𝑁 (𝐼𝑝′,𝑂𝑎′)

(2)

where, 𝑁 (𝑖, 𝑗) represents the count of interference 𝑖 → 𝑗 . Interest-
ingly, from equation 2, it is evident that the host CPU’s existence
will make the cache side-channel attack on the PIM process more
difficult for an adversary. This is not counter-intuitive; rather, it
represents the increased noise on the cache line due to both the
PIM controller and the CPU.

Defense techniques for cache side-channel attacks can be de-
rived from the FSM in Figure 2. External interference attacks are
eliminated by removing 𝐴 → 𝑃 paths using statically partitioned
caches. Moreover, random invalidation can be introduced to in-
crease 𝑁 (𝐼𝑖𝑛𝑣,𝑂 ′

𝑎) term in Eqn 2. Also, a shift towards the isolated
PIM architecture can reduce the cache-side channel attacks.

3.4 Denial of Service
The next class of attacks on the PIM subsystems can originate from
denial-of-service (DoS) on the computation executed in memory.
Memory performance attacks using DoS have already been reported
for DRAM systems due to the unfairness in-memory sharing poli-
cies in multi-core architectures [19]. For PIM integrated designs,
maintaining the PIM operation’s atomicity can provide attackers
opportunities to create a denial of service attacks.

For example, Ahn et.al. [1] suggested the use of PIM directory
(PIMD) for PEI atomicity management. The directory determines
whether a memory block can be read/written during a given clock
cycle. Therefore, targeted attacks on directory management can

lead to delays in PIM access. An attacker may block the read (or
write) operation by corrupting PIMD entries. As a result, both
memory contention and scheduling-based attacks can be achieved
by exploiting the PIMD.

4 HARDWARE-ORIENTED SECURITY AND
TRUST FOR IN-MEMORY PROCESSING

In-memory computation would also be vulnerable to hardware
attacks. It has been demonstrated that exploitation of hardware
vulnerabilities such as an attack on the DRAM memory refresh
controller can significantly alter the code and data for computation
[40]. Similar attacks can jeopardize the in-memory computation
on emerging memory systems (i.e., RRAM, STT-MRAM, PCM). On
the other hand, threshold alteration, voltage set-up manipulation,
compromise in the sensing circuit, and muting comparators etc.
can be used to attack resistive memories such as RRAMs and other
PIM-systems.

4.1 Hardware Trojans
Trojan design and detection have been explored in current hardware
security literature for CMOS-based integrated circuits and related
components such as printed circuit board (PCB) etc. However, with
the computations shift towards memory, hardware Trojans will
also emerge for PIM systems. These Trojans can potentially be
camouflaged in the memory crossbars. As an example, we present
simple designs for memory Trojans in RRAM-based logic gates in
Figure 3.

Figure 3: An example of Trojan insertion in RRAM-based
logic gates. We have used MAGIC gates[13] for the logic op-
eration. A blue RRAM represents a device in a low resistive
state (logic 1), and a green RRAM represents a device in a
high resistive state (logic 0). We insert a controllable RRAM
(red) at the output of the logic gates. (a) Top: Correct opera-
tion of a NOT gate ; (b) Functionality of the NOT gate is cor-
rupted by the Trojan. If the Trojan RRAM is in a low resis-
tive state, the gate functions as before; however, if the Trojan
is in a high resistive state, the inverter fails. (b) Top: Correct
operation of a NOR gate ; (b) Corrupted functionality of the
NOR gate with the Trojan inserted.
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4.2 Fault Injection
Fault introduced at the memory array can be devastating for both
computation and data storage. Both conventional DRAM-based
systems and emerging memories (i.e., RRAM, STT-MRAM) suffer
from fault injection. Intentional fault injection in non-volatile com-
ponents can persist over power-cycles, and therefore, can hide in
the system to be triggered later.

Another security concern for the emerging memory system is
stuck-at faults. These faults occur from fabrication defects, aging,
and unbalancedmemory operation. Malicious operation with a high
bias voltage also leads to permanent damage to the memory cell. An
example of a non-recoverable fault is presented in Figure 4. As the
memory components participate in computation, stuck-at errors
can have detrimental effects on in-memory computation. Therefore,
the impact of persistent and non-persistent fault injection attacks
in commonly used PIM computation (e.g., Table 1) requires careful
investigation before their deployment in security-critical systems.

Figure 4: Sample I-V curve for the SET/RESET operation
and hard breakdown of the fabricated 𝐻 𝑓𝑂𝑥 -based RRAM
[4]. Hard dielectric breakdown occurs for the device when
a larger RESET voltage with fast ramping is applied along
the devices. After the breakdown, the device becomes inca-
pable of switching to a low resistive state even with larger
SET voltages.

4.3 Read/Write Unbalance and Malicious
Wear-out

Rowhammer attack [9, 11] in the DRAM system is an excellent ex-
ample of malicious memory corruption via repeated benign access.
Similar attacks are achievable in emerging PIM systems. For exam-
ple, assume two RRAM memory slices in the same 3D-stack, one is
used for PIM computation, and the other is being used for memory
operation. If the slices share the same voltage source, unintentional
bit flips can occur due to power-demanding operation in the PIM
section. Excessive voltage drops can be generated from legitimate
computation in the PIM-slice, which will cause a voltage drop in the
READ/WRITE operation in the memory slice leading to an unbal-
anced SET-RESET condition as shown in Figure 5. This can induce
unintentional bit-flips during the write operation in the memory.
Similar exploitation for STT-MRAM has been reported recently in
[36]. Therefore, modified versions of the Rowhammer attack should
be successful in compromising in-memory computation.

Figure 5: An example of read/write unbalance for RRAM
circuits [3]. Top: typical-pulsed programming for an RRAM
device. Middle: changes in an RRAM resistance for a stable
SET/RESET condition. Bottom: effect of unbalanced biasing
where the SET voltage is lowered by 12 mV than the previ-
ous balanced condition, and the RESET voltage is kept the
same as before.

4.4 Electromagnetic Side-Channel Attacks
Although cryptographic computation in the PIM components is
yet to be explored in detail, electromagnetic side-channels of PIM
systems can compromise such calculation. Logic operations in-
memory are substantially different processes than standardmemory
access, which leads to distinguishable power profiles between logic
and memory operation. Therefore, without defensive mechanisms
in the PIM controller, power-analysis based side-channel attacks
can potentially reveal the computation steps and the keys for a
cryptographic operation.

In sum, hardware attacks that are currently investigated by the
hardware security community have the potential to affect the next
generation of in-memory computation. Defense against these at-
tacks will require a thorough understanding of the hardware and
physical design of PIM systems. Therefore, hardware security in-
formed design decisions must be incorporated early in developing
PIM systems.

5 CONCLUSIONS
In-memory processing must acknowledge the security concerns
related to the paradigm-shifting progress of this emerging technol-
ogy. As discussed in this paper, PIM can make an existing system
architecture more vulnerable to information leakage, cache attacks,
and hardware-based attacks. Similarly, a carefully designed PIM ar-
chitecture will offer significant opportunities in developing trusted
and secure systems. In conclusion, this work serves to stimulate
discussion and early research on the security challenges of system
design for in-memory computation.
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