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ABSTRACT
Recent progress in the design and implementation of resistive mem-
ory components such as RRAMs and PCMs has introduced oppor-
tunities for developing novel hardware security solutions using
unique physical properties of these devices. In this work, we utilize
the faults in HfOx-based resistive RRAMs to design secure, light-
weight device authentication protocols. To detail our design, �rst,
we introduce the device breakdown problem due to high bias condi-
tions in resistive memory and the physics behind non-recoverable
resistive states. �en, using the concepts of learning with parity
noise (LPN) based authentication protocols, we demonstrate that
simple READ and WRITE operations on resistive memory cells with
defects can perform necessary calculation required for LPN-based
authentication schemes. Next, we design two simple authentication
protocols using resistive memory based hardware and provide a
detailed security analysis for these protocols. We �nd that these au-
thentication mechanisms can o�er signi�cant improvement against
its CMOS counterpart regarding the area and power budget. Finally,
we provide detailed physical design requirements for the memory
components. �e resistive memory components that are capable of
performing the proposed authentication protocols have also been
designed and fabricated. From our analysis, we �nd that these mem-
ory dependent authentication protocols are lightweight, resistant
to learning a�acks from active and passive adversaries, and reliable
under normal changes in operating conditions.
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1 INTRODUCTION
Resistive memory primitives such as phase change memory (PCM),
resistive random access memory (RRAM) and memristors promises
a signi�cant breakthrough in next-generation computing by re-
placing volatile DRAMs with faster non-volatile main memory
components. High speed, simple device geometry, high density,
large ON/OFF ratio, low-power of operation, in-memory computa-
tion capability, and application in neuromorphic computation are
driving current research in improving the yield, reliability, and fab-
rication of existing resistive memory designs. Non-volatile memory
elements also o�er unique physical properties useful in design-
ing next-generation hardware dependent security primitives. Such
hardware-based security and trust designs can provide low-power
yet provably secure cryptographic schemes essential for progress-
ing towards next-generation Internet-of-trusted-things.

Modern e�orts on the design and implementation of the Internet-
of-things (IoT) envision a future of wide-scale deployment of inter-
connected smart objects. Intelligence in such network of things is
derived from observations made using a large number of end-node
components such as sensors and data collection hardware. �e
computation power is mostly budgeted for information acquisi-
tion and communication, and security is o�en an a�erthought for
these end-node components. Common cryptographic protocols
usually require a substantial amount of energy, and thus, become
prohibitive for most of the resource-constrained devices. �erefore,
the IoT infrastructure remains dependent on a large number of
untrusted, insecure components that jeopardize the security of the
entire network [19].

One of the primary challenges in securing low-power end-nodes
in IoT is authenticating the devices used for data acquisition. In this
work, we develop solutions for secure authentication of low-power
devices using resistive memory components and cryptographic
primitives derived from learning parity in the presence of noise
(LPN) problems. LPN-based authentication protocols were �rst
proposed by Hopper and Blum [10] that inspired further inves-
tigation of the hardness of LPN-problems, and design of authen-
tication protocols e�ective against active and passive a�ackers
[4, 16]. One a�ractive feature of LPN-based techniques is that they
require straightforward computation. For example, the Hopper and
Blum (HB) authentication protocol [10] and its derivatives HB+,
HB++, etc discussed in [5, 14, 16] require only vector inner-product
calculation, parity computation, and counting operation. �us,
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LPN-based protocols can o�er lightweight authentication solutions
with provable security even in a post-quantum scenario. However,
in extreme resource-constrained system, such protocols need to
be optimized and redesigned to balance achievable security and
the power-budget. �is work presents research on optimized im-
plementation of LPN-based shared-key authentication using the
resistive memory components of a system. �e main contributions
of this work are detailed below:

(1) We study the breakdown mechanisms of resistive mem-
ory components in section 2 and explore the opportunity
of intentionally introducing device failure for secure key
storage.

(2) We demonstrate a non-conventional method of purpose-
fully corrupting (one-time) memory components in design-
ing LPN-based device authentication scheme in Section
3.

(3) We present fabrication and design details of resistive mem-
ory components capable of executing the authentication
protocols presented in this work in section 4, and discuss
the security analysis, opportunities and implementation
challenges of these protocols in section 5.

It should be noted that the authentication scheme presented in
this work apply not only to resistive memory primitives but also to
any other memory technologies that can support the coexistence
of one-time programmable components in the memory systems.

2 PHYSICS OF RESISTIVE MEMORY
Changes in the resistive states in memories such as RRAMs depend
on the conductive �lament formation in the metal-oxide thin �lms.
�ese devices have a simple metal-insulator-metal (MIM) structure,
with nanometer-thin metal-oxide layer within the top and bo�om
metal electrode.

2.1 Device Model
�e current-voltage relation of an RRAM is determined by - (1) the
internal state variableд that represents the spatial distance between
the conductive �lament in the oxide and the metal boundary, and (2)
the electron tunneling in metal-insulator boundary. �e analytical
model of the thin-�lm evolution in a H f Ox -based RRAM can be
described using the following equation as [8]:

dд

dt
= ν0e

−Ea,m/kT sinh(qaγV
LkT

) (1)

where , q is the electron charge, L is the device �lament thickness,
V is the applied voltage,T is the device temperature, Ea,m,γ ,ν0 are
device dependent physical parameters. �en, the current-voltage
relationship is given by [8]:

I (д,V ) = I0e
−д/д0sinh( V

V0
) (2)

where I0,V0,д0 are device dependent physical parameters. For
this work, we assume the binary memory operation of a resistive
memory unit, i.e., it can stay in a high resistive state (HRS) or a
low resistive state (LRS). �is state transition is determined by the
conductive �lament formation in the oxide and metal boundary.

2.2 Device Failure
From section 2.1 it is evident that RRAMs exhibit resistive switching
and non-volatility due to the reversible nature of the conductive �la-
ment formation in the insulator �lm. High voltage biasing can break
this reversible process and put the device in a �xed resistive state.

Figure 1: Sample I-V curve of the fabricatedmemristor. Mul-
tiple READ-WRITE cycle of the memristor is provided. �e
violet, sky-blue and red lines represent a LRS to HRS transi-
tion when the voltage across a memristor at a low resistive
state is varied from +4 to -4V. �e green, yellow and dark-
blue lines represent a HRS to LRS transition when the volt-
age across amemristor at a high resistive state is varied from
-4 to +4V. Normal operating condition demonstrates the un-
balanced SET-RESET voltage at around ±3V .

Recent studies in Pt/TiOx/Pt/Cr-based devices suggest that such
failure occurs due to either electrical or thermally assisted dielectric
breakdown [6]. Experimental evidence of full crystallization oxide
along with intrusion of the electrode metal (Pt) into the insulator
layer has been found in the non-programmable RRAM devices [6].
It is evident that electrical or local thermal stressing of the insulator
layer irreversibly breaks the programming properties of this devices
[17]. �is breakdown can be viewed as hard-failures of the memory
elements. In this work, we utilize intentional high-voltage biasing
to set a device in a non-recoverable resistive state.

Another mode of failure can occur due to the unbalanced SET-
RESET operation of the resistive memories. Unbalanced SET-RESET
causes accumulation (or depletion) of conductive �laments, and af-
ter multiple cycles, the devices gets stuck in a low (or high) resistive
state. �ese failures are reversible in a sense that su�cient high
voltage biases or current �ow can cure the device by depleting (or ac-
cumulating) the conductive �laments. However, if there is no hard-
ware support for curing the devices (i.e., balancing the SET/RESET
operation) in practice, the devices become non-programmable a�er
a certain number of SET-RESET operation.

We have observed both modes of failure in anH f Ox -based mem-
ory unit as shown in Figure 1 and 2. Cycle-to-cycle variation in the
SET-RESET voltage illustrates the need for proper READ/WRITE
balancing for correctly writing a device to an HRS or LRS. Fur-
thermore, Figure 2 depicts the irreversible hard-breakdown of the
memory cell at a high RESET voltage applied with faster RESET
time. A�er the hard breakdown, the device is stuck at the high
resistive state. Further switching back has not been observed with
SET voltages as large as 40V with 10mA currents through the device
for multiple cycles. �is represents a permanent breakdown of the
reversible state-transition mechanism for the device.

3 AUTHENTICATION PROTOCOL DESIGN
3.1 Notations
In this work, the set of integers modulo an integer q ≥ 1 is de-
noted by Zq . Matrices, vectors, and single elements over Zq are
represented by consecutively upper case bold le�er, lower case bold
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Figure 2: Sample I-V curve for the SET/RESET operation
and hard breakdown of the fabricated RRAM for this work.
Hard dielectric breakdown occurs for the device when a
larger RESET voltage with fast ramping is applied along the
devices. A�er the breakdown, the device becomes incapable
of switching to LRS even with larger SET voltages.

le�ers and lower case le�ers such as X, x and x . For a vector x, the
length of the vector is denoted by |x|, ith element is represented
by x[i] and wt(x) denotes the Hamming weight (i.e., the number of
indices for which x[i] , 0 ) of the vector x. �e Hamming distance
between two binary matrices are denoted by hd(A,B) (i.e., the num-
ber of indices for which A[i][j] , B[i][j]). hdp(A,B) represents the
parity of hd(A,B) (i.e, hdp(A,B) = 0 for even parity of hd(A,B)
and hdp(A,B) = 1 for odd parity of hd(A,B)). 0`×n represents a
` × n null matrix. �e Hadamard product of two matrices A,B is
given by 〈A ◦ B〉. Given two vectors x and y, z = x ⊕ y repre-
sents bitwise XOR operation of x and y. c $← {x ∈ Z} represents
a random sampling of x. We denote probabilistic polynomial time
(PPT) algorithms with upper case calligraphic alphabets such as A.
�erefore, ifA is probabilistic, then for any input x ∈ {0, 1}∗ there
exists a polynomial p(.) such that the computation of a terminates
in at most p(|x|) steps. All the physical quantities such as voltage,
current and device names are denoted with upper case le�ers.

3.2 Assumptions
Recent works have demonstrated that resistive memory hardware
can assist simple authentication and secure key storage facilitates
[1, 2]. To harness this potential, we present two learning parity in
the presence of noise based authentication schemes that is provably
secure against passive a�acks. �ese schemes are derived from
the Hopper and Blum (HB) authentication protocol that provides
simple yet e�cient authentication from hard learning problems
[10, 16]. For our authentication protocol design, we will assume
that an RRAM can be put into a non-recoverable high resistive state
(NRHRS) using high current �ow through the device as shown in
Figure 2.

�eorem 1: Writing one bit to an RRAM, where the physical
state of the RRAM can be either writable or NRHRS, is the same as
performing the 2-input logic AND operation.

Proof: Assume that an RRAM in a high resistive state represents
the storage of a binary ‘0’ and the low resistive state represents ’1’,
and the physical state describing whether the RRAM can be wri�en
is denoted by y (i.e., y = 1 meaning there will be successful state
change if the data to be wri�en is 1, y = 0 means there will not be
a state change and the RRAM will stay at NRHRS). �e existence
of nor-recoverable high resistive state ensures that there will be
RRAMs with y = 0. �en, if the incoming bit is represented by x
and the actual value stored a�er the WRITE operation is z, one can
draw the truth table as shown in Table 1

Table 1: Truth table describing the relation between the re-
sistive state and the data stored

x y z
(Incoming Bit) (Resistive State) (Memory Content )

0 0(NRHRS) 0
0 1(Writeable) 0
1 0(NRHRS) 0
1 1(Writeable) 1

From the truth table, it is evident that, z = x ∧ y.
For device authentication protocols discussed in this work, we

will also assume an interactive protocol between a single prover P
(i.e., the device) and a veri�erV . Both the prover and the veri�er
has some knowledge about a shared secret x. �e secret is gener-
ated through a key-generation procedure KeyGen(1λ),where λ is a
security parameter. �e authentication protocol responds with the
outputs accept or reject a�er a successful run of the protocol.

3.3 Description of Protocol I
�e protocol uses an RRAM crossbar M of size ` × n. �e secret
X ∈ Z`×n2 for authentication is distributed using Algorithm 1. For
authentication, multiple round of interactive authentication (as
presented in table 2) is performed.

Algorithm 1 Key Generation and Storage in RRAM Crossbar for
LPN based Authentication

1: procedure X← KeyGen(1λ )
2: Sample X

$← Z`×n2
3: return X
4: end procedure
5: procedure KeyStoraдe(X)
6: for all i ∈ {1, . . . , `} do
7: for all j ∈ {1, . . . ,n} do
8: if X[i][j] = 0 then, RESETM[i][j] to NRHRS.
9: end if

10: end for
11: end for
12: end procedure

Enrollment: �e veri�er saves X for later authentication, the
prover keeps the crossbar M , that is the device ultimately contains
the crossbar for later authentication.

Veri�cation �e authentication is performed in t rounds. �e
veri�er �nally authenticates the device if the response of the prover
was wrong for fewer than tτ times.

3.4 Reduction of Protocol I to an LPN-problem
Hopper and Blum �rst proposed a simple authentication protocol
(HB) [10] using the learning parity in the presence of noise (LPN)
problem. �e authentication protocol described in table 2 can be
derived from the HB protocol. �e reduction of Protocol I to an
LPN problem is discussed below:

De�nition 1 (LPN Problem) Assume τ ∈ R is a constant noise
parameter where 0 < τ < 0.5, t ∈ N is the number of samples, e
is a random binary vector such that e $← {x ∈ Zt2 : wt(x) ≤ τt}

and s be a `-bit binary vector (i.e., s $← Z`2 ). Given a random binary
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Table 2: Protocol I: Single round interactive authentication

Prover(M,τ ) Veri�er(X)

R
$← Z`×n2

R←−
— e ∈ {0, 1‖Prob[e = 1] = τ }
— Write R inM using the follow-
ing scheme:
If R[i][j]=0, RESETM[i][j];
else SETM[i][j]
— Read back the corrupted value
C from M using the following
scheme:
If M[i][j]=HRS, C[i][j] = 0
else C[i][j] = 1
— z := e ⊕ hdp(C, 0`×n )

z−→
—P = 〈R ◦ X〉
—If z =
hdp(P, 0`×n )
accept

matrix R
$← Zt×`2 , and z = 〈R, s〉 ⊕ e, �nd an `-bit vector x′ such

that wt(〈R, x′〉 ⊕ z) ≤ τt .
�eorem 2 Assume r = vec(R) denotes vectorization operation

that generates a vector r ∈ Z2 of a matrix R. �en, the hdp()
calculation by the prover P returns the parity of 〈r, s〉 where r =
vec(R), s = vec(S), R is the random challenge sent by the veri�er
and S is the matrix representing the writabilty of each RRAM in
the crossbar (i.e., if S[i][j] = 0, M[i][j] is at NRHRS).

Proof: From �eorem 1, we can see that, a�er a writing operation
the memory crossbar contains the corrupted value C which is equal
to the binary Hadamard product of R and the physical state (S) of
the crossbar (i.e., C = 〈R ◦ S〉). �en, if we consider c = vec(C),∑
i c[i] mod 2 will be equal to the inner product of r and s (i.e.,∑
i c[i] mod 2 = 〈r, s〉). Since hdp(C, 0) de�nes the parity of the

Hamming distance between C and 0, it e�ectively calculates the
parity of the Hamming weight of c which is equal to

∑
i c[i] mod 2.

�erefore, hdp(C, 0) = 〈r, s〉.
From theorem 2, it is evident that XORing an error e to the re-

sponse of the prover (hdp(C, 0)), one can construct an LPN problem
with the shared secret S representing the physical state matrix of
an RRAM crossbar as shown in the authentication protocol at table
2 .

We have shown that, Protocol I is secure against passive a�ackers
in the Discussions section. However, an active adversary who pre-
tends to be the veri�er and provides chosen adaptive non-random
R can learn the secret using polynomial time algorithms presented
in [13]. �us, the protocol I is insecure against active a�acks. So,
we improved the protocol in a similar fashion proposed at [16] in
Table 3.

3.5 Description of Protocol I+
Enrollment: In this protocol, the prover and the veri�er both
shares additional information Qv

$← Z`×n2 ,Qz ∈ {0, 1} in the
enrollment phase.

Table 3: Protocol I+: Single round interactive authentication

Prover Veri�er
(M,Qv ∈ Z`×n2 ,Qz ∈ {0, 1},τ ) (X,Qv ∈ Z`×n2 ,Qz ∈ {0, 1})

V
$← Z`×n2

V←−
— e ∈ {0, 1‖Prob[e = 1] = τ }
— R

$← Z`×n2
— Y = Qv ⊕ V
— Write R inM using the follow-
ing scheme:
If R[i][j]=0, RESETM[i][j];
else SETM[i][j]
— Write Y in M
— Read back the corrupted value
C from M using the following
scheme:
If M[i][j]=HRS, C[i][j] = 0
else C[i][j] = 1
— z := Qz ⊕ e ⊕ hdp(C, 0`×n )

(z,R)
−−−−→

—Y′ = Qv ⊕ V
—P = 〈R ◦
〈X ◦ Y′〉〉
—If z = Qz ⊕
hdp(P, 0`×n )
accept

Veri�cation �e protocol is executed in t rounds. �e veri�er
�nally authenticates the device if the response of the prover was
wrong for fewer than tτ times.

4 HARDWARE DESIGN
�e authentication scheme discussed in the previous section uses
an ` × n RRAM crossbar M . �e key-storing process described by
the procedure KeyStoraдe(X) puts the RRAM element M[i][j] to
NRHRS for X[i][j] = 0. �is operation makes later LPN-based com-
putation simpler to achieve with the resistive memory hardware.
Experimentation on intentional device failure is performed using
fabricated RRAM devices. �e details of the fabrication for the
HfOx based resistive memory components used for the experimen-
tal results presented in section 2.2 is given next.

4.1 Fabrication Details
�e fabrication is performed on oxide cover Si wafer. �e �rst metal
layer (bo�om) is prepared by li�-o� photo-lithography processing,
including Chromium (Cr, 10 nm), copper (Cu, 100 nm) and platinum
(Pt, 10 nm) deposited subsequently, serving as the adhesion, con-
ducting, and interface adjusting layer, respectively. �en, HfO2 (10
nm) is coated by atomic layer deposition (ALD) at 200 oC. A�er that,
the second metal layer (top) is prepared by li�-o� again, including
Pt (10 nm) and Cu (100 nm), serving as interface adjusting and
conducting layer, respectively.

4.2 Supporting Hardware
Protocol I is an extremely lightweight protocol that only requires
the prover to calculate hdp() function and generate biased random
number with a given τ . Since, the READ/WRITE mechanism is
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Figure 3: Fabricated memristor and its dimensions. �e
top (light colored) and bottom (dark colored) electrode are
seen as the gray crossbars. �e width of the top and bottom
crossbars are 2µm on average. In between the top and bot-
tom crossbars, a 10 nm thin �lm of H f Ox is deposited using
atomic layer deposition.

Figure 4: Structure of RRAM crossbar with additional hard-
ware for LPN-based authentication.

fundamental to the memory systems, therefore, the driver design for
READ/WRITE is trivial. �e hdp() calculation can be supported in
so�ware, or can be implemented in hardware where hdp() function
can easily be calculated using a �nite state machine built with an
`-bit shi� register, a D-�ip-�op and a two input XOR gate as shown
in Figure 4.

Additionally, there have been several resistive memory-based
true RNGs reported in the current literature [11, 12] that have
passed NIST’s RNG test-suites. �ese designs depend on the random
resistance �uctuation of the memory elements. A construction of a
biased-RNG with a �xed τ is given in Figure 5. It should be noted
that, the sampling of e in the protocols can also be performed in
so�ware where the system contains a TRNG source.

5 DISCUSSIONS
From our experiments with the fabricated devices and hardware
design, we observe that the proposed LPN-based authentication
schemes can be optimally implemented using the one-time pro-
grammable properties of resistive memory components. In this
section, we discuss the physical implication of the design and our
experimental observations.

Figure 5: Implementation of a biased RNG with τ = 3/8. �e
value of τ is �xed by modifying the values of the τ -register.

5.1 Security Analysis
Protocol I is secure against random guessing a�acks. It can be
seen that for a single round of operation, a random guess on z
has a probability of (1/2) to be correct. As the number of rounds t
increases, the chance of success (for correctly answering z) becomes
(1/2)t ∑t

j=(1−τ )t
(t
j
)
≤ e−t (3−2τ )2/6. �us, the success of random

guessing a�ack diminishes exponentially for Protocol I.
Furthermore, protocol I is secure against passive a�ackers, Let

us assume that an a�acker (A) tries to learn the secret X by eaves-
dropping (R, z) over multiple rounds. It is shown in Section 3 that
this learning problem for the a�acker can be reduced to an LPN
problem. LPN is an NP-hard problem [9], and it has been shown
that in statistical query model, parity is not e�ciently learnable
in the random case [15]. �e LPN problem is also known as the
Syndrome decoding problem that tries to �nd the closest vector to
a random linear error-correcting code, which is believed to be ex-
ponentially hard[3]. For τ > 0, the BKW algorithm described in [4]
gives a subexponential time algorithm that solves the LPN problem
in 2O (`/loд`) time. Optimized implementation modi�ed the BKW
algorithm reported at [7] demonstrates how the e�cient compu-
tation required for breaking LPN problems are memory-bounded,
and it required about 15 days to solve for LPN instances with key-
size k = 243 and τ = 1/4. With k ≥ 790 and τ = 1/4 LPN can
achieve 256-bit security on classical computers and 162-bit secu-
rity on quantum computers with memory constrained to 280-bits
[7] which is su�cient for achieving NIST’s post quantum call for
security [18].

Protocol I+ also requires a solution for the LPN problem, and
thus, it remains secure for random guessing a�ack and a�acks
from the passive adversaries with only eavesdropping capabilities.
�erefore, let us assume an active a�acker A who can query the
prover P multiple times to learn about the shared secret, and then
correctly answers the veri�erV with �nite probability ϵ . �en to
break protocol I+, the a�acker needs to solve for X,Qv, and Qz
with given instances of V,R, z. �is requires the a�acker solving
for P. However, Y′ sample the random challenge V using Qv and
use this for computing P. Hence, solving for P and X essentially
reduced to solving subset-LPN (SLPN) problem which is also a hard
problem. Furthermore, since a chosen cipher-text by A always
sampled using Qv and the prover has control over the randomness
of R, the overall response of each queries from an honest provider
will not leak any information about the secret X. A detailed proof
of security of such SLPN-based authentication can be found in [16].
Since the protocol does not leak any information about the secret
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even in chosen-ciphertext a�acks, the protocol is secure against
both active and passive a�ackers.

5.2 Storage, Power and Area Overhead
�e authentication protocols presented in this work requires per-
manent faults in a subset of the memory components of a given
device. �erefore, the storage overhead for the secret key and error
correction techniques must be taken into consideration in design-
ing this authentication. For example, let us consider in protocol
I, the shared secret is given by an n-bit vector (i.e., n × 1 matrix).
�en, if this secret is stored in anm-bit memory array, there will be
(m − n)-bit usable memory cells in the array a�er the execution of
Algorithm 1. However, as noted in the previous subsection, a key-
length n = 790-bits can provide su�ciently secure implementation,
and therefore, the storage overhead for the implementation will be
extremely low on practical systems. Furthermore, the (m − n)-bit
usable memory cell occurs in the worst case situation when all
the secure bits are 0, requiring all n -memory location to be set to
NRHRS. However, on average (n/2)- memory location will be in
writable state and additional n/4 memory location will contain a
correct data. �us, in average cases (m − n/4)-bits can be correctly
stored in the anm-bit memory array. Asm grows, the adverse e�ect
of the length of secret-key size n diminishes for regular memory
operations. If the system allows for approximate memory, with
small memory error acceptance, then, one-time writing based key
storage essentially would have zero overhead.

�e main contribution in power consumption for protocol I and
I+ comes from the writing operation of the resistive memory com-
ponent. In practice, the WRITE operation requires signi�cantly
larger power than the READ operation (EREAD ≈ 1− 5nJ , whereas
EWRIT E ≈ 10−20nJ ) [20]. Fabricated RRAMs reported in this work
also shows similar properties, however, the READ/WRITE power
are a magnitude larger due to the thicker �lament, and larger low re-
sistive state ( 1kΩ). �erefore, for t-rounds, the approximate energy
consumption for the protocols would be tEWrite + tEper ipheral .

�e proposed design is compact due to it’s application of cross-
point structure for memory design. �e crossbar is controlled by
external driver circuit, and thus, the area overhead is contributed
mainly from the control circuits. If we assume that the crossbar is
primarily used for memory operation, then from the hardware de-
sign in Section 4.2, it can be seen that the only area overhead results
from the additional shi�-register and D-�lp-�ops. Given the com-
plete area requirement for the crosspoint memory driver circuits,
the additional hardware requires a very small area overhead.

5.3 Noise Tolerance
It should be noted that, the authentication protocols relies on the
correct memory operation of the underlying RRAM devices used
for storing th secret key. Physical variation due to biasing, temper-
ature etc. will not a�ect the authentication techniques as long as
these variation does not push the RRAMs to the non-recoverable
resistive state. On the other-hand, permanent fault due to aging
or improper SET/RESET operation will lead a failure of the device
authentication technique. However, it should be noted that, this
is a trivial condition for strong security constructs where a single
bit-�ip should render the secure key void.

6 CONCLUSIONS
In this work, we have presented a secure and lightweight appli-
cation of LPN-based device authentication technique in resistive
memory based hardware. �e constructs discussed are not bound

only to the RRAM memory technology, rather, it is applicable in any
memory system containing a mix of one-time and multiple-time
programmable memory components. We have demonstrated that,
integrating simple physical properties in simple yet secure cryp-
tographic technique can successfully yield extremely lightweight
authentication solutions useful for securing low-power nodes in
the Internet-of-things.
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